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Abstract. The shortest distance between the first n iterates of a typical point
can be quantified with a log rule for some dynamical systems admitting Gibbs

measures. We show this in two settings. For topologically mixing Markov
shifts with at most countably infinite alphabet admitting a Gibbs measure

with respect to a locally Hölder potential, we prove the asymptotic length of the

longest common substring for a typical point converges and the limit depends
on the Rényi entropy. For interval maps with a Gibbs-Markov structure, we

prove a similar rule relating the correlation dimension of Gibbs measures with

the shortest distance between two iterates in the orbit generated by a typical
point.

1. Introduction. Consider a topological Markov shift (ΣA, σ, I) on a (at most)
countably infinite alphabet I with respect to a transition matrix A equipped with
the natural symbolic metric d. The first n iterates of a x ∈ ΣA under σ are the
initial n symbols appearing in x. We are interested in the asymptotic behaviour of
the following quantity:

Mn(x) = max{k : ∃ 0 ≤ i < j ≤ n− 1: xi, . . . , xi+k−1 = xj , . . . , xj+k−1}, (1.1)

which counts the maximum length of self-repetition. Studying quantities of this
type is often referred to as the longest common substring matching problem. One
motivation comes from the matching of nucleotide sequences in DNA, and early
results were established in the 80s by Arratia and Waterman’s work [2]. They
showed that the length of the longest common substring among two i.i.d stochastic
sequences X1, X2, . . . and Y1, Y2, . . . taking letters in a finite alphabet with uniform
distribution,

Mn(X,Y ) := sup{k : Xi+m = Yj+m for all m = 1 to k and 1 ≤ i, j ≤ n− k}
satisfies an Erdős-Rényi law

P

(
lim
n→∞

Mn

log n
=

2

log 1/p

)
= 1,

where p = P(X1 = Y1) the collision probability, and − logP(X1 = Y1) is often
called the collision entropy or Rényi entropy.
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The result can easily be translated to topological Markov shifts by replacing the
stochastic sequences with two points in the shift spaces ΣX and ΣY with distribution
µX , µY , and one can verify a similar convergence law holds for Mn(x, y) (see [8] and
[7]). In a recent work [3], the authors proved as an improvement of the results in
[7], for subshift systems with an invariant probability measure µ admitting good
mixing conditions (more precisely, α-mixing with exponential decay or ψ-mixing
with polynomial decay), the shortest distance between the n-orbit of a typical pair
of points x, y,

Mn

(
x, y
)

= sup{k : xi1+j = yi2+j , j = 0, . . . , k − 1, for some i1, i2 ≤ n− k}

converges to a Rényi entropy for µ⊗2 − almost every (x, y) in Σ2
A. Similar almost

sure convergences are proved for k−point-orbits in [4] for all k ≥ 2.
The analogous problem for Mn(x) is more difficult due to short return phenome-

non. For subshifts of finite type, Collet et al in [6] applied first and second-moment
analysis to the counting random variable N(x, n, rn), which counts the number of
matches of subwords of length rn among the first n iterates in x, there exists a
constant H2 which is the Rényi entropy of a Gibbs measure µ, such that

lim
n→+∞

µ

(∣∣∣∣Mn(x)

log n
− 2

H2

∣∣∣∣ > ε

)
= 0,

that is, Mn(x)
logn converges to 2

H2
in probability for typical x. Then one may ask if

this result can be improved to an almost sure convergence, or if the convergence
remains valid when the alphabet is countably infinite. The answer is given by the
following theorem.

Theorem 1.1. For a one-sided subshift system (ΣA, σ, µ, I) admitting a Gibbs mea-
sure µ,

lim
n→+∞

Mn(x)

log n
=

2

H2

for µ-almost every x ∈ ΣA, where Mn(x) is defined in (1.1).

The existence and uniqueness of the Gibbs measure with respect to locally Hölder
potentials for finite I is well-known (see [5] for reference). For I countably infinite,
they are characterised by theorems in [17] and [18]. Detailed discussion is in sub-
section 2.2 below.

The counterpart of the longest substring matching problem for dynamical sys-
tems (T,X, µ) acting on non-symbolic metric spaces (X, d) investigates the shortest
distance between the two n-orbits generated by a typical pair of points. To be
precise, we care about the following quantity

mn(x, y) := min
0≤i,j≤n−1

d
(
T ix, T jy

)
.

There is a dimension-like object for measures, called correlation dimension (denoted
as D2(µ), Definition 4.1), which plays a similar role to Rényi entropies for symbolic
systems. In [3] the authors gave an asymptotic relation between mn(x, y) and the
correlation dimension D2(µ) for µ⊗2-almost every (x, y), provided good decay of
correlations. Later in [4], this rule is generalised for a typical collection of k points,
(x1, x2, . . . , xk), for k = 2, 3, . . . . Again, we extend the investigation to the one-
point case. Adopting techniques from [11], we will show that for one-dimensional
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Gibbs-Markov interval maps, there is a similar asymptotic relation between mn(x)
and D2(µ), where

mn(x) := min
0≤i<j≤n−1

d
(
T ix, T jx

)
. (1.2)

Theorem 1.2. Let X be a closed interval of R, (X,T ) a Gibbs-Markov system and
µ a Gibbs probability measure admitting exponential decay of correlations for L1

against BV observables. Then if its upper correlation dimension D2(µ) is bounded
from 0,

lim inf
n→∞

logmn(x)

− log n
≥ 2

D2

for µ−almost every x in the repeller Λ. If µ is absolutely continuous with respect to
the Lebesgue measure, then

lim
n→∞

logmn(x)

− log n
=

2

D2

for µ-almost every x, and in this case D2(µ) = D2(µ) = 1.

Remark 1.3. The proof for this setting is more challenging than that for the
symbolic setting because the open balls defined by the Euclidean metric and the
cylinders generated by the natural partitions disagree. The analysis of short return

to balls is crucial for obtaining the upper bound of logmn(x)
− logn , which is also generally

harder than the recurrence analysis of cylinders. The proof for the lower bound
relies on the 4−mixing property of Gibbs measures proved in Lemma 4.16.

Remark 1.4. Another difference between the two theorems stated above and the-
orems proved in [3], [4] is that in the single point case, obtaining asymptotic up-
per bounds of Mn(x) and mn(x) requires good mixing properties. This should be
expected due to the fundamental difference between one-point orbits and orbits
generated by multiple independent points, the strengthening of assumptions is to
ensure the iterates decorrelate fast enough to behave like an independent sequence
after a relatively small number of iterations.

This theorem is applicable to the a range of systems, for example,

Example 1.5 (k-doubling maps). f : [0, 1] → [0, 1], f(x) = kx (mod 1) for
k = 2, 3, . . . , and µ = Leb.

Example 1.6 (Piecewise affine interval maps). Let {ak}k be a monotonic
sequence with a1 = 1 and limk ak = 0. Then f : [0, 1]→ [0, 1] with

f |[ak+1,ak) =
1

ak − ak+1
(x− ak+1)

satisfies the assumptions above.

Example 1.7 (Gauss Map). Define the Gauss map G : [0, 1]→ [0, 1] by

G(x) =


1

x
(mod 1) x ∈ (0, 1]

0 x = 0

It is a full-branched map. Let µG be the Gauss measure, it is the Gibbs measure
for the potential − logDF with density dµG

dLeb = 1
(1+x) log 2 , then Theorem 1.2 holds

for (G,µG).
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Example 1.8 (An induced map). Let F be the first return function to [0, 12 ) of
a Manneville–Pomeau map f : [0, 1]→ [0, 1]:

f(x) =


x(1 + 2axa) x ∈

[
0,

1

2

)
2x− 1 x ∈

[
1

2
, 1

]
for a ∈ (0, 1). There exists µF a Gibbs measure with respect to the potential
− logDF (see [15] or [13, §13.2])and is absolutely continuous with respect to the
Lebesgue measure.

2. Preliminaries for Theorem 1.1. We consider the one-sided symbolic dynam-
ics. Let I be an at most countably infinite alphabet, A a N×N transition matrix
of 0, 1 entries and

ΣA =
{
x = (x0, x1, x2, . . . ) : xi ∈ I, Axi,xi+1 = 1

}
be the symbolic space. It is equipped with a metric d(·, ·) = dθ(·, ·), for some
θ ∈ (0, 1), and

d(x, y) = θx∧y, x ∧ y := min {j ≥ 0 : xj 6= yj} .

Without loss of generality, we may always assume θ = e−1. The shift space in
question is denoted by (ΣA, σ, d), where the left shift map σ

σ : ΣA → ΣA, (x0, x1, . . . ) 7→ (x1, x2, . . . ).

When I is finite the space (ΣA, d) is compact. A measure µ is σ-invariant if for all
measurable E ⊆ ΣA

µ(E) = µ(σ−1E).

In dynamical systems literature, (ΣA, σ) is often referred to as a topological Markov
chain.

2.1. General definitions and lemmas. First, we need the most basic notion of
open sets in the symbolic space.

Definition 2.1 (Cylinders). A k-cylinder in ΣA is a subset set of the form

[x0, x1, . . . , xk−1] = {y ∈ ΣA : yi = xi,∀i = 0, 1, . . . , k − 1}.
The set of all k-cylinders is denoted as Ck. For any x ∈ ΣA, let Ck(x) be the
k-cylinder containing x, i.e. Ck(x) = [x0, x1, . . . , xk−1]. Cylinders are generating
in the sense that any subset in ΣA can be represented by a countable union of
cylinders. Also, cylinders are also the open balls defined by the symbolic metric d.

Definition 2.2 (Rényi entropy). For each n ∈ N, t > 0, define the quantities

Zn(t) =
∑
C∈Cn

µ(C)1+t. (2.1)

The Rényi entropy (with respect to the natural partition given by the alphabet I)
of the system is given by

H2(µ) = lim
n→+∞

logZn(1)

−n
, (2.2)

whenever this limit exists, and the generalised Rényi entropy function is

Rµ(t) = lim inf
n→+∞

logZn(t)

−tn
.
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In the information theory context, this entropy is also called collision entropy for
Bernoulli systems, as it reflects the probability of two i.i.d. random variables coin-
ciding i.e. H2 = − log

∑
i p

2
i = − logP(X = Y ).

Rényi entropy does not always exist, especially when the alphabet is not finite.
For the finite alphabet case, Haydn and Vaienti proved in [12, Theorem 1] thatRµ(t)
converges uniformly on compact subsets of R+ for all weakly ψ-mixing invariant
measures, in particular, if µ is a Gibbs measure, H2(µ) = Rµ(1) = 2Ptop(φ) −
Ptop(2φ) where Ptop is the topological pressure. For infinite alphabet Markov chains,
Rényi entropy is obtained in [9].

Definition 2.3. The system is said to be ψ-mixing, if there is some monotone
decreasing function ψ(·) : N → [0,∞) such that for all n, k, all E ∈ Cn, and all
F ∈ C∗, where C∗ =

⋃∞
j=0 Cj ,∣∣∣∣µ(E ∩ σ−n−kF )

µ(E)µ(F )
− 1

∣∣∣∣ ≤ ψ(k). (2.3)

A measure is called quasi-Bernoulli if there is some constant B > 1 such that for
any finite words i, j∈ C∗

µ([ij]) ≤ Bµ([i])µ([j]).

Automatically, ψ-mixing entails the quasi-Bernoulli property.

Lemma 2.4. If the probability measure µ is ψ-mixing with ψ(·) summable, there
exists constant ρ ∈ (0, 1) such that µ(C) ≤ ρn for all C ∈ Cn and all n.

The proof is given for finite alphabet case in [10] which remains valid for countable
alphabet case.

Notation. For two sequences {ak}k, {bk}k, the following notation is inherited from
[6, Def 2.9].

Say ak ≈ bk if log ak−log bk is bounded, or equivalently the ratio
∣∣∣akbk ∣∣∣ is uniformly

bounded away from 0 and +∞.
Say ak � bk if there is {ck}k such that ak ≤ ck for all k, and bk ≈ ck.

Both relations are transitive.

Notation. The following notation is also used.
(1) For each ω ∈ N and any finite word (x0, x1, . . . , xk−1) of length k ≥ 2, the no-
tation (x0, x1, . . . , xk)ω means the word is repeated ω-times whenever it is allowed.
(2) For any x ∈ Σ, denote the k-word starting from position m by

xkm = (xm, xm+1, . . . , xm+k−1).

(3) The indicator function of a set E is denoted by 1E .
(4) The expectation and variance of a random variable X are denoted respectively
by E[X] and V ar[X].
(5) The cardinality of a set E is denoted by #E.

2.2. Thermodynamic formalism for Gibbs measures. In [6] the authors con-
sidered the substring matching problem for a single point in a Markov subshift
system, the relevant measure µ is Gibbsian with respect to a locally Hölder po-
tential. In this section, we will provide conditions and lemmas which enable us to
include certain types of countable Markov subshifts. The majority of references for
this section can be found in [17] and [18].
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Definition 2.5. A potential φ : ΣA → R is called locally Hölder if there exists
Mφ > 0, ζ ∈ (0, 1) such that for all k ≥ 1, vark(φ) ≤Mφζ

k where

vark(φ) := sup
{∣∣φ(x)− φ(y)

∣∣ : xi = yi, ∀i ≤ k − 1
}
.

Definition 2.6. The system (ΣA, σ) is topologically mixing if for all a, b ∈ I, there
is n0 ∈ N such that for all n > n0,

[a] ∩ σ−n[b] 6= ∅.

The system has big image and preimage property, if there is a finite subset S ⊆ I
such that for any a ∈ I, there are b1, b2 ∈ S such that [b1 a b2] 6= ∅. This condition
is trivially satisfied for all subshifts of finite type.

Definition 2.7. Given a potential φ on ΣA, a σ-invariant measure µ is said to be
Gibbs if there are constants cφ > 0, P ∈ R such that for each m ∈ N,

c−1φ ≤
µ(Cm(x))

exp (−mP + Smφ(x))
≤ cφ, (2.4)

where Smφ(x) =
∑m−1
i=0 φ(σix).

Definition 2.8. Let φ be a locally Hölder potential, the partition functions with
respect to φ are defined by

Pn(φ, a) :=
∑
σnx=x
x0=a

eSn(φ)(x), (2.5)

for each a ∈ I, and the Gurevich pressure PG(φ):

PG(φ) := lim
n→∞

1

n
logPn(φ, a). (2.6)

For topologically mixing countable subshifts, PG(φ) exists and is independent of
the symbol a ∈ I ([17, Theorem 1]).

The existence of Gibbs measure for a countable topological Markov subshift is
characterised by the following theorem:

Theorem 2.9. [18, Theorem 1],[17, Theorem 8] Let φ be a locally Hölder potential,
(ΣA, σ, I) topologically mixing , then φ has an invariant Gibbs measure µ if and
only if the system satisfies the big image and preimage property and PG(φ) < ∞.
In particular, let Lφ be the Ruelle-Perron-Frobenius operator associated with φ,

Lφf(x) =
∑
σy=x

eφ(y)f(y),

then λ = ePG(φ) is the eigenvalue of Lφ and the eigenfunction h is uniformly bounded
from 0 and ∞, also PG(φ) = P for P in (2.4).

Remark 2.10. It is shown by [17, Theorem 3,Theorem 8] that the Gibbs measure
given in Theorem 2.9 is the unique equilibrium state which realises the equality
below

PG(φ) := sup

{
hν +

∫
φdν : ν is σ invariant and

∫
φdν > −∞

}
.

We will need the following lemmas for the proof of Theorem 1.1.
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Lemma 2.11. For subshifts of finite type or countable shifts satisfying the assump-
tions of Theorem 2.9, if µ is the (unique) Gibbs measure with respect to a locally
Hölder potential φ, it has exponential rate ψ-mixing for cylinders.

Proof. For I finite, one can verify exponential decay of ψ with [5, Proposition 1.14].
For countable I, because the corresponding Gibbs measures for two comohologous
Hölder potentials coincide, without loss of generality, one can assume Lφ1 = 1,
which implies PG(φ) = 0 and the conformal measure ν identifies with the Gibbs
measure µ on cylinders.

Firstly, by locally Hölder property of φ, there is M1 > 0 such that∣∣∣eSnφ(x)−Snφ(y) − 1
∣∣∣ ≤M1d(x, y) (2.7)

whenever there is a ∈ I such that x, y ∈ [a]
Also, as the invariant density is uniformly bounded from 0 and +∞, there is

M2 > 0 such that for each n-cylinder C ∈ Cn, for all x ∈ C,

M−12 eSnφ(x) ≤ µ(C) ≤M2e
Snφ(x). (2.8)

Now define the norm for real-valued function f acting on ΣA,

‖f‖L := ‖f‖∞ +Dβf,

where β is the σ−algebra generated by {σ[a] : a ∈ I} and

Dβ := sup
b∈β

sup
x,y∈b

|f(x)− f(y)|
d(x, y)

.

The operator Lφ : Lip1,β → L where the spaces are defined by Lip1,β := {f : ΣA →
R : ‖f‖1, Dβf ≤ ∞} and L := {f : ΣA → R : ‖f‖L <∞}.

Consider E = [e0, e1, . . . , en−1] ∈ Cn and F ∈ C∗, as L∗φµ = µ,∣∣∣µ(E ∩ σ−(n+k)F )− µ(E)µ(F )
∣∣∣ =

∣∣∣∣∫ 1E · 1F ◦ σn+k dµ−
∫
1E dµ

∫
1F dµ

∣∣∣∣
≤
∣∣∣∣∫ 1F

(
(Ln+kφ 1E)−

∫
1E dµ

)
dµ

∣∣∣∣ ≤ µ(F )

∥∥∥∥Ln+kφ 1E −
∫
1F dµ

∥∥∥∥
∞

≤ µ(F )

∥∥∥∥Lkφ(Lnφ1E)−
∫
Lnφ1E dµ

∥∥∥∥
L

It is a standard fact (see for example [1, Theorem 1.6] or [17, Theorem 5]) that
there are Kφ > 0 and κ ∈ (0, 1) such that∥∥∥∥Lkφ(Lnφ1E)−

∫
Lnφ1E dµ

∥∥∥∥
L

≤ Kφκ
k‖Lnφ1E‖L.

Claim. ‖Lnφ1E‖L ≤M3µ(E) for some M3 > 0.

Proof of claim. It is easy to see for each E ∈ Cn and x ∈ ΣA, there is only one
z ∈ E = [e0, e1, . . . , en−1] such that σnz = x, i.e.

z = (e0, . . . , en−1, x0, x1, . . . ),

hence by (2.8), for all x,

Lnφ1E(x) =
∑
σny=x

eSnφ(y)1E(y) = eSnφ(z) ≤M2µ(E),
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and for x, y ∈ [b] ∈ β, by (2.7)∣∣Lnφ1E(x)− Lnφ1E(y)
∣∣ ≤ ∑

z,w∈[e0,...,en−1,b]
σnz=x, σnw=y

eSnφ(w)
∣∣∣eSnφ(z)−Snφ(w)−1

∣∣∣
≤M2µ(E)M1d(x, y),

this gives DβLnφ1E ≤ µ(E)M1M2, and the claim is proved with M3 = M2(1 +

M1).

The proof of lemma follows from the claim.

Now we will show that for countable topological Markov shifts, Rényi entropy
of the Gibbs measure µ exists and is given by a formula involving the pressure
function. The analogous statement for subshift of finite types is mentioned in [12]
and is easy to verify.

Lemma 2.12. Under the assumptions of Theorem 2.9, for µ the unique Gibbs
measure with respect to φ, the Rényi entropy H2(µ) exists and is given by

H2(µ) = lim
n→+∞

logZn(1)

−n
= 2PG(φ)− PG(2φ).

Proof. Firstly, H2 is clearly non-negative. By definition (2.1) and (2.4), for B1 :=∑
k≥1 vark(φ),

Zn+k(1) =
∑

C∈Cn+k

µ(C)2 ≤ c2φ
∑

C∈Cn+k

exp (Sn+kφ(x)− (n+ k)PG)

≤ c4φe2B1Zn(1)Zk(1),

so − logZn(1) is almost subadditive, and the limit logZn(1)
−n exists, in particular,

every subsequence converges to the same limit. Suppose x is a periodic point with
period k, then for all n, since µ(Cnk(x))2 ≤ Znk(1) =

∑
C∈Cnk µ(C)2,

lim inf
n→∞

−2 log cφ + 2 (Snkφ(x)− nkPG)

nk
≤ lim inf

n→∞

logZn(1)

n
.

Since x is periodic, Snkφ(x) = nSkφ(x) and both PG and Skφ(x)/k are finite, we

get lim supn
logZn(1)
−n <∞.

Combining the BIP property and locally Hölder property with [17, Lemma 4]
one can show that

lim sup
n→∞

1

n
log

∑
C∈Cn

exp

(
sup
x∈C

2Snφ(x)

)
≤ PG(2φ),

together with the Gibbs property we have,

lim sup
n→∞

1

n
log
∑
C∈C

µ(C)2 ≤ PG(2φ)− 2PG(φ).

Also for each C ∈ Cn, there is at most one x ∈ C such that σnx = x, thus∑
C∈Cn

µ(C)2 ≥c−1φ e−2nPG(φ)
∑
C∈Cn

exp

(
sup
x∈C

2Sn(φ(x))

)
≥c−1φ e−2nPG(φ)

∑
σnx=x∈C
C∈Cn, C⊆[a]

exp (2Snφ(x)) = c−1φ e−2nPG(φ)Pn(2φ, a),



CLOSEST DISTANCE BETWEEN ITERATES OF TYPICAL POINTS 9

which implies

lim inf
n→∞

1

n
log

∑
C∈Cn

µ(C)2 ≥ PG(2φ)− 2PG(φ).

Then putting the inequalities for lim sup and lim inf together,

H2 = lim
n→+∞

log
∑
C∈Cn µ(C)2

−n
= 2PG(φ)− PG(2φ).

Remark 2.13. It is also easy to see that H2(µ) ≤ 2hν for all invariant probability
measure ν: for all x and all n ∈ N,

logZn(1)

−n
≤ 2 log ν(Cn(x))

−n
.

By the Shannon-McMillan-Breiman Theorem, the left hand side converges to 2hν
for almost every x, therefore lim supn

logZn(1)
−n ≤ hν . So the Rényi entropy is finite

whenever the measure-theoretic entropy of ν is finite.

For simplicity, denote α = H2

2 . The following lemma is crucial for approximating
the values of Zn(t).

Lemma 2.14. For countable Markov shifts satisfying the assumptions of Theo-
rem 2.9, for µ the invariant Gibbs measure, we have α > 0 and

Zk(1) =
∑
C∈Ck

µ(C)2 ≈ e−2kα,

and for each t > 2,

Zk(t− 1) =
∑
C∈Ck

µ(C)t � e−tkα.

Proof. Let bn := maxC∈Cn µ(C), then by Lemma 2.4
∑
C∈Cn µ(C)2 ≤ bn

∑
µ(C) ≤

ρn, hence

lim inf
n→∞

logZn(1)

−n
≥ lim inf

n→∞

− log bn
−n

≥ − log ρ > 0.

The approximation formulae are from [6, Lemma 2.13]. They were originally proved
for finite alphabets and the proof remains valid if one combines with [12, Theorem
1 (IV)] which holds whenever the relevant measure admits exponential decay of
cylinder measures.

3. Proof of Theorem 1.1. We will use dynamical Borel-Cantelli argument to
show separately:

lim sup
n→+∞

Mn(x)

log n
≤ 2

H2
(3.1.1)

and

lim inf
n→+∞

Mn(x)

log n
≥ 2

H2
(3.1.2)

for µ-almost every x ∈ ΣA. Together they give

lim
n→∞

Mn(x)

log n
=

2

H2
.
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3.1. Upper bound (3.1.1).

Proof. Set

rn =
1

α− ε
(log n+ log log n) .

As Mn(x) = rn implies the return time of some iterate of x under σ to some rn-
cylinder is strictly less than n, we need to approximate the size of short return sets
in the system in order to apply Borel-Cantelli Lemmas to obtain almost everywhere
statements. Hence, as in [12] and [6], we intend to solve this by considering different
cases of overlapping between rn-substrings in x.

Overlapping analysis. Let rn be given; if rn is not an integer, we simply take the
closest integer since when n → +∞, rn → +∞ it will not make any difference in
terms of limiting behaviours. Let us define the following auxiliary sets.

Sk(rn) =
{
x ∈ ΣA : σkx ∈ Crn(x)

}
.

In other words, it is the set of points whose return time of x to the rn-cylinder
containing itself is k, and

µ
({
x : ∃i, k such that d(σix, σi+kx) ≤ e−rn

})
≤ µ

(
n−1⋃
i=0

n−i−1⋃
k=1

σ−iSk(rn)

)
. (3.2)

In order to obtain good estimates of µ(Sk(rn)), we consider three separate cases
according to the range of k.

Let

Σ0 = Σ0(n) := µ

n−1⋃
i=0

brn/2c⋃
k=1

σ−iSk(rn)

 .

Similarly, set

Σ1 := µ

n−1⋃
i=0

rn⋃
k=brn/2c+1

σ−iSk(rn)

 ,

and

Σ2 := µ

(
n−1⋃
i=0

n−i−1⋃
k=rn+1

σ−iSk(rn)

)
.

Moreover,

µ({Mn > rn}) ≤ µ(Mn ≥ rn) ≤ Σ0 + Σ1 + Σ2. (3.2’)

Σ0: Return time 1 ≤ k ≤ brn/2c. Let ωk = b rnk c and 0 ≤ γk < k so that rn =

kωk+γk. Then if x ∈ σ−iSk(rn), xj = xl if j = l (mod k) for all j, l ∈ [i, i+rn+k−1],
therefore σix has the following form:

σix =
(
xki , x

k
i+k, . . . , x

k
i+kωk

, xγki+kωk+1, . . .
)

=
(
(xi, . . . , xi+k−1)ωk+1, xγki+kωk+1, . . .

)
,

that is, a k-word (xi, . . . , xi+k−1) will be repeated fully for ωk + 1 times, followed
by a truncated γk-word with the same initial symbols. Also, for each k ≤ brn/2c,
there is at least one ` = `k ∈ [drn/4e, brn/2c] such that ` is a multiple of k, meaning
that x ∈ σ−iSk(rn) ⊆ σ−iS`(rn) where the ` word is fully repeated ω`k + 1 ≤ 5
times, i.e. we may interpret σix as

σi(x) = ((xi, xi+1 . . . , xi+`k−1)
ω`k+1 , xγki , . . . ) .
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Therefore for each k ≤ brn/2c, by the quasi-Bernoulli property,

µ
(
{x : σi+kx ∈ Crn(σix)}

)
= µ(Sk(rn)) ≤ µ(S`k(rn))

≤ B6
∑

C`k∈C`

µ(C`)
ω`k+1ργk ≤ B6Z`k(ω`k),

where ρ is a given by Lemma 2.4. As rn ≤ `kω`k ≤ rn + 1, e−α`kωk ≤ e−αrn , by
definition of rn,

Z`k(ωk) � e−α(ω`k+1)`k ≤ e−αrn ≤ exp (− log n− log log n) ≤ 1

n log n
,

For each i ≤ n − 1 and 1 ≤ k ≤ brn/2c, we can omit σ−iSk(rn) if 2k ≤ n − i − 1
to avoid overcounting the redundant terms because σ−iSk(rn) ⊆ σ−iS2k(rn), hence
for Σ0 we only need to consider points x such that σix has short return time and
i ≥ n− rn. As rn is in the scale of log n, we may choose n large such that rn ≤ n1/2
so that by Lemma 2.14,

Σ0 ≤ B6

brn/2c∑
k=1

kZ`k(ω`k) � B6r2ne
−αrn ≤ B6r2n

n log n
� 1

log n
. (3.3)

Σ1: Return time brn/2c+ 1 ≤ k ≤ rn. In this case, x ∈ σ−iSk(rn) implies xj = xl
if j = l (mod k) for all j, l ∈ [i, i+ rn + k − 1], hence σix has the form

σix =
(
xrn−ki , x2k−rni+rn−k, x

rn−k
i+k , x2k−rni+rn

, xrn−ki+2k . . .
)

=
(
xrn−ki , x2k−rni+rn−k, x

rn−k
i , x2k−rni+rn−k, x

rn−k
i . . .

)
that is, the (rn−k) word starting from xi is repeated three times, separated by two
identical (2k − rn) words. Hence by Lemma 2.14 and the quasi-Bernoulli property,
the following upper bound for µ(σ−iSk(rn)) holds:

µ(σ−iSk(rn)) = µ(Sk(rn)) ≤ B6
∑

C∈Crn−k
D∈C2k−rn

µ(C)3µ(D)2 = B6Zrn−k(2)Z2k−rn(1).

As α > 0,

Σ1 ≤B6
rn∑

k=brn/2c+1

(n− k)Zrn−k(2)Z2k−rn(1)

�
rn∑

k=brn/2c+1

(n− k)e−α(3(rn−k)+2(2k−rn))

=

rn∑
k=brn/2c+1

(n− k)e−α(rn+k) ≤ e− 3
2 rnα

rn∑
k=brn/2c+1

(n− k) � rnne−
3
2αrn

≤ nrn
(n log n)3/2

≤ n1/2n

(n log n)3/2
≤ 1

log n
, (3.4)

Σ2: Return time rn+1 ≤ k ≤ n− i−1. In this case, k− rN ≥ 1 and x ∈ σ−iSk(rn)
implies xrni , the rn-word starting from position i of x, is repeated from the i + k
entry without any overlapping with itself, i.e.

σix =
(
xrni , x

k−rn
i+rn

, xrni+k, . . .
)

=
(
xrni , x

k−rn
i+rn

, xrni , . . .
)
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then by the ψ-mixing condition,

µ(σ−iSk(rn)) ≤ (1 + ψ(k − rn))
∑
C∈Crn

µ(C)2 = (1 + ψ(k − rn))Zrn(1).

therefore

Σ2 ≤
n−1∑

k=rn+1

(n− k)µ(Sk(rn)) ≤
n−1∑

k=rn+1

(n− k)(1 + ψ(k − rn))Zrn(1).

Given that (1 + ψ(k)) is monotonically decreasing in k,

Σ2 ≈ e−2αrn
n−1∑

k=rn+1

(n− k)(1 + ψ(k − rn)) ≤ (1 + ψ(1))e−2αrn
n−1∑

k=rn+1

(n− k)

≤(1 + ψ(1))e−2αrnn2 ≤ 1 + ψ(1)

(log n)2
≤ 1 + ψ(1)

log n
(3.5)

Then, combining (3.2’)-(3.5), there is some constant K1 > 0 independent of n such
that

µ ({Mn > rn}) ≤ K1
1

log n
.

Using the technique in the proof of [3, Theorem 5], picking a subsequence nk = edk
2e,

then for all k large enough,

µ({Mnk > rnk}) ≤ K1
1

k2
,

then by Borel-Cantelli Lemma, for µ-almost every x ∈ ΣA,

Mnk(x) ≤ rnk

which implies for all k large enough,

Mnk(x)

log nk
≤ 1

α− ε

(
1 +

log log nk
log nk

)
.

Now taking the limsup of the inequality above, and since Mn(x) is non-decreasing
in n for all x, for each n, there is a unique k such that nk ≤ n < nk+1 with

log nk
log nk+1

· Mnk(x)

log nk
≤ Mn(x)

log n
≤
Mnk+1

(x)

log nk+1
· log nk+1

log nk
, (3.6)

the following inequality holds for all ε > 0 small,

lim sup
n→+∞

Mn(x)

log n
= lim sup

n→+∞

Mnk(x)

log nk
≤ 1

α− ε

since

lim
k→+∞

log nk+1

log nk
= 1, and lim

k→+∞

log log nk
log nk

= 0.

Then (3.1.1) is proved by letting ε→ 0
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3.2. Lower bound (3.1.2).

Proof. We apply a similar second-moment analysis as in the proof of [6, Theorem
4.1]. Let

rn =
1

α+ ε
(log n+ β log log n)

for some uniform constant β < 0 to be determined later. Since σi+kx ∈ Crn(σix) if
and only if x ∈ σ−iSk(rn), then we can define the random variable Sn:

Sn(x) :=

n−2rn−1∑
i=0

n−i−1∑
k=2rn

1Crn (σ
ix)(σ

i+kx) =

n−2rn−1∑
i=0

n−i−1∑
k=2rn

1σ−iSk(rn)(x), (3.7)

which counts the number of times that x is belongs to some σ−iSk(rn). As Mn(x) <
rn implies for all 0 ≤ i ≤ n− 1, 1 ≤ k ≤ n− i− 1, x /∈ σ−iSk(rn), and in particular
not in the σ−iSk(rn) sets with k ≥ 2rn, therefore

{Mn(x) < rn} ⊆ {Sn(x) = 0}
and by Paley-Zygmund’s inequality [16],

µ({Mn(x) < rn}) ≤ µ({Sn(x) = 0}) ≤ V ar[Sn]

E[S2n]
≤ V ar[Sn]

E[Sn]2
. (3.8)

By definition of σ−iSk(rn) with k ≥ 2rn, this set corresponds to the set of points
in which an rn-word repeats itself at least once with at least an rn gap, therefore
we have the following lower bound using the ψ-mixing property,

µ
(
{Crn(σix) = Crn(σi+kx)}

)
=µ
(
σ−iSk(rn)

)
=
∑
C∈Crn

µ(C ∩ σ−kC)

≥(1− ψ(k − rn))
∑
C∈Crn

µ(C)2 ≥ (1− ψ(rn))Zrn(1),

therefore

E[Sn] ≥ 1

2
(1− ψ(rn))(n− 2rn)2Zrn(1). (3.9)

Next, we need to consider

E[S2n] =

n−2rn−1∑
i,j=0

n−i−1∑
k=2rn

n−j−1∑
l=2rn

µ(σ−iSk(rn) ∩ σ−jSl(rn)). (3.10)

Define the index set

F := {(i, j, k, l) : 0 ≤ i, j ≤ n− 2rn − 1, 2rn ≤ k ≤ n− i− 1, 2rn ≤ l ≤ n− j − 1} ,
then

E[S2n] =
∑

(i,j,k,l)∈F

µ(σ−iSk(rn) ∩ σ−jSl(rn)), (3.10’)

and the cardinality of F satisfies

#F =

(
n−2rn−1∑
i=2rn

n− i

)n−2rn−1∑
j=2rn

n− j

 ≤ 1

4
(n− 2rn)4.

Define the counting function by

θ : F → N, θ(i, j, k, l) =
∑

a∈{i,i+k}
b∈{j,j+l}

1(a−rn,a+rn)(b),
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i.e. it counts the occurrences that two indices in {i, j, i + k, j + l} are rn-close to
each other; θ > 0 translates to overlapping between some rn words, e.g. |i− j| < rn
implies the rn word xrni overlaps with the rn word xrnj , and both rn-strings are
repeated later.

By our definition of Sn, for each quadruple (i, j, k, l), necessarily k, l ≥ 2rn which
implies

θ(i, j, k, l) ≤ 2, ∀(i, j, k, l) ∈ F ,
which allows us to split (3.10’) again into 3 components,

E[S2n] =

(∑
F0

+
∑
F1

+
∑
F2

)
µ
(
σ−iSk(rn) ∩ σ−jSl(rn)

)
,

where Ft = {(i, j, k, l) ∈ F : θ(i, j, k, l) = t}.
Clearly,

#F0 ≤ #F ≤ 1

4
(n− 2rn)4.

For each (i, j, k, l) ∈ F1, if we fix any three indices, for example, if i, j, k are fixed,
j + l can be rn-close to either i or i + k as it is automatically 2rn- apart from j,
hence there are at most 4rn choices for the remaining index l. Hence

#F1 ≤ 2rn(n− 2rn)3,

and similarly if we fix any two of i, j, k, l in F2, there are at most 2r2n choices for
the remaining two indices, therefore

#F2 ≤ 2r2n(n− 2rn)2.

Contributions of indices in F0: We will consider the sum over indices in F0 first.
Since (i, j, k, l) ∈ F0 implies no overlapping, x ∈ σ−iSk(rn) ∩ σ−jSl(rn) implies
xrni = xrni+k and xrnj = xrnj+l while the symbols in these two rn-strings are indepen-
dent, e.g. when i+ k < j, x has the following form:

σix =
(
xrni , . . . , x

rn
i+k, xi+k+rn , xi+k+rn+1, . . . , x

rn
j , . . . , x

rn
j+l . . .

)
=
(
xrni , . . . , x

rn
i , . . . , x

rn
j , . . . , x

rn
j , . . .

)
.

Hence by ψ-mixing property

µ(σ−iSk(rn) ∩ σ−jSl(rn)) ≤ (1 + ψ(γi j k l))
3Zrn(1)2, (3.11)

where

γi j k l = min {|a− b| − rn : a, b ∈ {i, j, i+ k, j + l}} .
Let F ′0 ⊆ F0 be defined as

F ′0 := {(i, j, k, l) ∈ F0 : γijkl ≥ rn},

and F ′′0 := F0 \ F ′0. Notice also that #(F ′′0 ) ≤ 2rn(n− 2rn)3.
Define the notation for any G ⊆ F ,

E[S2n|G] :=
∑

i,j,k,l∈G

µ
(
σ−iSk(rn) ∩ σ−jSl(rn)

)
.

Then, using (3.11),

E[S2n|F ′0] =
∑

i,j,k,l∈F ′0

µ
(
σ−iSk(rn) ∩ σ−jSl(rn)

)
≤ (n− 2rn)4(1 + ψ(g))3Zrn(1)2,
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By Lemma 2.11 ψ(rn) ≤ r−1n for all n large enough, then

(1 + ψ(rn))
3 − (1− ψ(rn))

2 ≤ (1 + ψ(rn))
3 − (1− ψ(rn))

3

= 2ψ(rn)
(
2 + 2ψ(rn)2 + 1− ψ(rn)2

)
≤ 2r−1n (3 + r−2n ) ≤ 8r−1n ≤

1

log n
(3.12)

using (3.9) with (3.12), as #(F ′0) ≤ 1
4 (n− 2rn)4, for some constant K2 > 0.

E[S2n|F ′0]−E[Sn]2

E[Sn]2
≤

(n− 2rn)4Zrn(1)2
(
(1 + ψ(rn))3 − (1− ψ(rn))2

)
(n− 2rn)4(1− ψ(rn))2Zrn(1)2

≤ (1 + ψ(rn))3 − (1− ψ(rn))3

(1− ψ(rn))2
≤ K2

1

log n
, (3.13)

And for the sum over F ′′0 , the term 1 + ψ(γijkl) in (3.11) is uniformly bounded
above by 1 + ψ(0), and 1− ψ(rn) ≥ 1

2 for all n sufficiently large, therefore

E[S2n|F ′′0 ]

E[Sn]2
≈ rn(n− 2rn)3(1 + ψ(0))3Zrn(1)2

(1− ψ(rn))2(n− 2rn)4Zrn(1)2
� rn
n− 2rn

hence for some K3 > 0 and all n sufficiently large,

E[S2n|F ′′0 ]

E[Sn]2
≤ K3

1

log n
(3.14)

Contributions of indices in F1: Next, for (i, j, k, l) ∈ F1, without loss of generality,
suppose only |i − j| = r < rn, i < j and i + k < j + l. The other cases are
treated exactly the same since the order of the rn-strings does not have any effects
on estimations of the upper bounds for µ(σ−iSk(rn) ∩ σ−jSl(rn)).

An x ∈ σ−iSk(rn) ∩ σ−jSl(rn) means xi+r = xj , xi+r+1 = xj+1, . . . , xi+rn =
xj+r, so σix has the following form:

σix =
(
xrn−ri , xrnj , . . . , x

rn
i , . . . , x

rn
j , . . .

)
=
(
xri , x

rn−r
j , xrj+rn , . . . , x

r
i , x

rn−r
j , . . . , xrn−rj , xrj+rn , . . .

)
.

then using the quasi-Bernoulli property and Lemma 2.14, for B > 1 the relevant
quasi-Bernoulli constant,

µ(σ−iSk(rn) ∩ σ−jSl(rn)) ≤ B10
∑

A,B∈Cr
C∈Crn−r

µ(A)2µ(B)2µ(C)3 = C10Zr(1)2Zrn−r(2)

� B10e−4αrne−3α(rn−r) ≤ B10e−3αrn .

Recall that rn = 1
α+ε (log n+ β log log n) and

e−αrn =
(
n(log n)β

)− α
α+ε = n−

α
α+ε (log n)−

αβ
α+ε

hence for all n large enough such that

n
α
α+ε

(n− 2rn)
≤ 1, (3.15)

by (3.9) and (3.15) above, as β < 0,

E[S2n|F1]

E[Sn]2
� 2rn(n− 2rn)3B10e−3αrn

(n− 2rn)4(1− ψ(rn))2Zrn(1)2

≈ rne
−3αrn

(n− 2rn)e−4αrn
=

1

α+ ε

log n+ β log log n

(n− 2rn)e−αrn
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� log n

(n− 2rn)e−αrn
=

(log n)1+β
α
α+εn

α
α+ε

n− 2rn

≤ (log n)(1+β(1−
ε

α+ε )).

For all 0 < ε ≤ α such that 1− ε
α+ε ≥

1
2 , one can choose

β = −4,

hence

1 + β

(
1− ε

α+ ε

)
≤ −1

which is sufficient to conclude that for some constant K4,

E[S2n|F1]

E[Sn]2
≤ K4

1

log n
. (3.16)

Contributions of indices in F2: Finally for indices in F2, it is enough to know that
for any x ∈ σ−iSk(rn)∩ σ−jSl(rn) there is some rn-word repeated twice, so we can
bound the measure of σ−iSk(rn)∩σ−jSl(rn) for each (i, j, k, l) ∈ F2, by Lemma 2.14,

B4
∑
C∈Crn

µ(C)2 ≈ B4e−2αrn .

Then for β = −4 and all n verifying (3.15), as (1 − ψ(rn)) is uniformly bounded
from below, by (3.9),

E[S2n|F2]

E[Sn]2
≈ 2r2n(n− 2rn)2B4e−2αrn

(n− 2rn)4(1− ψ(rn))2e−4αrn

≈ r2n
(n− rn)2e−2αrn

� n
2α
α+ε

(n− 2rn)2
(log n)2+2β α

α+ε

≤ (log n)2(1+β(1−
ε

α+ε )) ≤ (log n)−2,

and it follows that for some constant K5 > 0,

E[S2n|F2]

E[Sn]2
≤ K5

1

(log n)2
. (3.17)

Then, combining (3.8) (3.10’) (3.13)-(3.17), there is some constant K6 > 0 such
that

µ({Mn < rn}) ≤ K6
1

log n
,

hence we can repeat the trick of picking a subsequence nk = dek2e, and apply Borel-
Cantelli Lemma to the sum

∑∞
k=1 µ({Mnk < rnk}) < +∞, which means for all k

large enough,

Mnk(x)

log nk
≥ 1

α+ ε

(
1− 4 log log nk

log nk

)
,

then taking the liminf on both sides and apply the arguments which validate (3.6),

lim inf
n→+∞

Mn(x)

log n
= lim inf

n→+∞

Mnk(x)

log nk
≥ 1

α+ ε
,

then (3.1.2) is verified by letting ε→ 0.
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4. Gibbs-Markov interval maps. This section is inspired by [3], [11] and [13],
and we will prove an asymptotic behaviour for mn(x) for µ-almost every x, where
the dynamics are interval maps with a Gibbs-Markov structure. Let us first define
the measure theoretic dimension object.

Definition 4.1. Suppose T : X → X is a measurable map with respect on the
probability space (X,µ). Define the upper and lower correlation dimension of µ by

D2(µ) = lim inf
r→0

log
∫
µ(B(x, r)) dµ(x)

log r
,

D2(µ) = lim sup
r→0

log
∫
µ(B(x, r)) dµ(x)

log r

respectively, and simply write D2(µ) when the two limits coincide.
Clearly, D2(m) = 1 for m the Lebesgue measure.

Definition 4.2. Say the metric space (X, d) satisfies the bounded local complexity
condition if there exists C0 ∈ N such that for each r > 0, there is k(r) < ∞, and
{xr1, xr2, . . . , xrk(r)} ⊆ X such that

X ⊆
k(r)⋃
p=1

B(xrp, r)

and each x ∈ X belongs to at most C0 elements of {B(xrp, 2r)}
k(r)
p=1 .

Any compact subset of R has bounded local complexity: compact implies totally
bounded which gives k(r) <∞ for all r and C0 can be chosen to be 4 because one
can choose an r-net such that d(xri , x

r
j) ≥ r for i 6= j ∈ {1, . . . , k(r)}.

Definition 4.3. (Piecewise expanding interval map) LetX be a closed interval
in R, T : X → X is a piecewise expanding interval map if there is a (at most)
countable partition P = {I1, I2, . . . } for T such that T is differentiable on each
Ik and there is a uniform constant γ > 0 such that |DTIk | > γ. An n-cylinder
[x0, x1, . . . , xn−1] with respect to the partition P is given by

[x0, x1, . . . , xn−1] =

n−1⋂
i=0

T−iPxi .

Then a point x ∈ X has a symbolic representation

x = (x0, x1, . . . ) if x ∈
∞⋂
i=0

T−iPxi .

Denote Pn :=
∨n−1
j=0 T

−jP.

We require the following conditions on the probability preserving system (T, µ).

• Say T : X → X has exponential decay of correlation for BV against L1

observables, where BV := {ϕ ∈ L1(m) : ϕ has bounded variation.}, if there is
β : N→ R with β(n) = C1e

−c1n for some C1, c1 > 0, and for all f, g : X → R,
f ∈ BV and g ∈ L1,∣∣∣∣∫ f · g ◦ Tn dµ−

∫
f dµ

∫
g dµ

∣∣∣∣ ≤ ‖f‖BV‖g‖1β(n)

where the norm ‖f‖BV := ‖f‖1 + TV (f), and TV (f) stands for the total
variation of f . In particular, if f is an indicator function of some measurable
A ⊆ X, ‖f‖BV = 2 and ‖f‖1 ≤ 1.
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• T has bounded distortion, that is, there is Cbd > 0 such that for all x, y ∈ I ∈
Pn,

1

Cbd
≤ DTn(x)

DTn(y)
≤ Cbd.

Definition 4.4. (Gibbs-Markov maps) The map T : X → X is said to be
Gibbs-Markov if

• T (P ) is a union of elements in P and T |P is injective for all P ∈ P.
• Let ds be the symbolic metric as, ds(x, y) = e−x∧y. The map log g|P is

Lipschitz with respect to ds for each P ∈ P, where g = dm
d(m◦T ) .

• When the partition does in fact contains infinitely many continuous compo-
nents, we assume there is δ0 such that |Tn(I)| ≥ δ0 for all I ∈ Pn, for all
n ≥ 1. Otherwise, δ0 is a positive constant such that |I| ≥ δ0 for all I ∈ P.
This is also known as the big image property.

Remark 4.5. For a Gibbs-Markov map defined above one can check that there is a
measure µ verifying the inequality for n-cylinders as (2.4) holds for T , and because
the system is conjugate to a topological Markov shift satisfying the conditions of
Theorem 2.9, the invariant density h = dµ/dm is bounded from 0 and +∞.

Definition 4.6. The repeller Λ of T is defined as the following:

Λ :=

{
x ∈ I : T k(x) ∈

⋃
P∈P

P for all k ≥ 0

}
.

Before the proof our quantitative result for limiting behaviour of mn, following
the convention in [11], define the following quantities,

α(n) = (logn)2

m≤n (x) := min
0≤i<j<n
|i−j|≤α(n)

d
(
T ix, T jx

)
,

m>
n (x) := min

0≤i<j<n
|i−j|>α(n)

d
(
T ix, T jx

)
,

m�n (x) := min
0≤i≤n/3
2n/3≤j<n

d
(
T ix, T jx

)
,

Then, Theorem 1.2 can be rephrased as the following.

Theorem 4.7. Let T : X → X be a piecewise expanding map as Definition 4.3
with a Gibbs-Markov structure defined in Definition 4.4, and µ its invariant Gibbs
measure admitting exponential decay of correlations for BV against L1 observables,
then one has

lim sup
n→∞

logm>
n (x)

− log n
≤ 2

D2

. (4.1.1)

If µ is absolutely continuous to Lebesgue measure m, D2 = D2 = 1, and

lim sup
n→∞

logm≤n (x)

− log n
≤ 2

D2
, (4.1.2)

for µ-almost every x ∈ Λ. Then as mn(x) = min{m≤n ,m>
n (x)},

lim sup
n→+∞

logmn(x)

− log n
≤ 2

D2
= 2.
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Theorem 4.8. For all Gibbs measures µ, for µ-almost every x ∈ Λ,

lim inf
n→∞

logm�n (x)

− log n
≥ 2

D2

. (4.2)

Since − logmn ≥ − logm�n ,

lim
n→∞

logmn(x)

− log n
≥ 2

D2

for µ-almost every x ∈ Λ.

Then these two theorems together imply Theorem 1.2, i.e. if µ is absolutely
continuous to the Lebesgue measure m,

lim
n→∞

logmn(x)

log n
= 2

µ-almost every x.

Remark 4.9. The proof of (4.1.1) uses ideas from the proof of [11, Proposition
1.10], whereas the proof of (4.1.2) requires estimating the measures of sets of short
return points. Along the proof, one will see also that (4.1.1) and (4.2) hold for all
Gibbs invariant measures with exponential decay of correlations and D2(µ) > 0.

For Gibbs acip µ, the correlation dimension is well defined in the sense that
D2(µ) = D2(µ) = 1, because the invariant density with respect to Lebesgue measure
m is uniformly bounded hence D2(µ) = D2(m).

The following lemmas are analogous to [11, Lemma 3.1, Lemma 3.2], which can

be proved by replacing their ρ
(r)
p functions with indicator functions.

Lemma 4.10. For all x, y ∈ X, let 1p,r := 1B(xrp,2r)
, if X has bounded local

complexity defined in Definition 4.2,

1B(x,r)(y) ≤
k(r)∑
p=1

1p,r(x)1p,r(y) ≤ C01B(x,4r)(y)

Lemma 4.11. The following equations hold.
lim sup
r→0

log
∑k(r)
p=1

(∫
1p,rdµ

)2
log r

= D2(µ)

lim inf
r→0

log
∑k(r)
p=1

(∫
1p,rdµ

)2
log r

= D2(µ),

(4.3.1)

which means for any ε > 0, there is r0 > 0 such that for all 0 < r < r0,

rD2+ε ≤
k(r)∑
p=1

(∫
1p,r dµ

)2

≤ rD2−ε. (4.3.2)

Also, for simplicity, the following definition is introduced.

Definition 4.12. A term is said to be admissible, which is a notion introduced by
the authors of [11], if it has the form r−kg(n), for some k ≥ 0 and a function g
which decays in n faster than any polynomial of n, hence for any k ∈ N, by (4.3.2)
and choosing the scale of r as in (4.4) below we can bound any admissible error by
O(n−k) for all n large.

Now we can prove (4.1.1).
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Upper bound.

Proof of (4.1.1). Let ε, r > 0 be given, in particular, r should be small enough that
it verifies (4.3.2). Define the random variable S>n ,

S>n (x) :=
∑

0≤i<j<n
|i−j|>α(n)

1p,r(T
ix)1p,r(T

jx).

By Lemma 4.10, {m>
n (x) ≤ r} ⊆ {S>n ≥ 1}. Therefore, by Markov’s inequality and

decay of correlation,

µ(x : S>n (x) ≥ 1) ≤ E[S>n ] =
∑

0≤i<j<n
j−i>α(n)

k(r)∑
p=1

∫
1p,r(T

ix)1p,r(T
jx) dµ(x)

≤
∑

0≤i<j<n
j−i>α(n)

k(r)∑
p=1

((∫
1p,r dµ

)2

+ β(α(n))‖1p,r‖BV‖1p,r‖1

)

≤
∑

0≤i<j<n

rD2−ε +
∑

0≤i<j<n

k(r)∑
p=1

‖1p,r‖BV‖1p,r‖1β(α(n)) by (4.3.2)

≤ n2rD2−ε + C1e
−c1(logn)2n2

k(r)∑
p=1

2µ(B(xp, 2r))

≤ n2rD2−ε + 2C0C1e
−c1(logn)2n2.

The last inequality follows from the definition of bounded local complexity

k(r)∑
p=1

µ(B(xp, 2r)) =

∫ k(r)∑
p=1

1p,r(y) dµ(y) ≤
∫
C0 dµ(y).

Then picking

r = rn = exp

(
− 2 + 2ε

D2 − ε
(log n+ log log n)

)
≤ n−

2+2ε
D2−ε (4.4)

for all n sufficiently large,

n2r
D2−ε
n + 2C0C1n

2e−c1(logn)
2

≤ n−2ε + 2C0C1n
2e−c1(logn)

2

.

and as e−c1(logn)
2

decays faster than any polynomial of n, the second term on the
right is admissible by definition, meaning that there is some constant C2 > 0 such
that for all n large enough that n−ε ≤ 1

logn :

µ(m>
n (x) ≤ r) ≤ E[S>n ] ≤ C2n

−ε ≤ C2

log n
.

Therefore, eventually for µ-almost every x,

logm>
nk

(x)

− log nk
≤ 2 + ε

D2 − ε

(
1 +

log log nk
log nk

)
.

Although m>
n is not monotonically increasing, for each n ∈ [ns, ns+1],

− logm′nk+1
(x) := − log min

0≤i<j<nk+1

j−i>α(nk)

≥ − logm>
n (x)
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− logm′′nk(x) := − log min
0≤i<j<nk
j−i>α(nk+1)

≤ − logm>
n (x),

and one can show that for µ-almost every x, for all k large,

− logm′nk(x)

log nk
≤ 2 + ε

D2 − ε

(
1 +

log log nk
log nk

)
,

and
− logm′′nk(x)

log nk
≤ 2 + ε

D2 − ε

(
1 +

log log nk
log nk

)
,

then the limit can be passed to the whole tail of m>
n , and (4.1.1) is proved.

Remark 4.13. Note also that for |i − j| large, the measure of the sets {x :
d
(
T ix, T jx

)
< r} scales like rD2 which is similar to the behaviour of the sequence

matching problem in the symbolic setting, and this matches our intuition because
D2(µ) is analogous to H2 in many ways.

To prove (4.1.2), we are dealing with iterates of x which return to an r-
neighborhood of itself within α(n) units of time, that is, we need to approximate
the measure of some short return sets as those Sm(k) sets defined in section 3.1 for
the symbolic case. But we cannot expect a similar upper bound for short returns
as in (3.3) or (3.4). This is because for symbolic structures, an rn-cylinder is itself
an rn open ball with respect to the symbolic metric, so analysing the returns is
equivalent to analysing the repetition of letters in cylinders and one does not need
to consider the case that two iterates σix, σjx are close to the boundaries of two
open balls with a common boundary but they belong to different cylinders.

For interval maps, although the Gibbs-Markov structure prescribes a natural
partition hence a way to define cylinders, metric balls and symbolic cylinders are
different objects so one needs to take more caution and include the case that two
points belong to different cylinders U, V ∈ Pn but they accumulate on a common
boundary of U, V with distance smaller than the contraction scale of n-cylinders.

The measures of the short return sets are approximated by the following lemma
for absolutely continuous Gibbs measures.

Lemma 4.14. [13, Lemma 3.4] Define the sets

En(ε) := {x ∈ X : |x− Tnx| ≤ ε} .

Then for T satisfying Gibbs-Markov property and the invariant Gibbs measure µ
absolutely continuous with respect to the Lebesgue measure m with exponential decay
of correlation for BV against L1 observables, there is some constant C3 such that
for all n ∈ N and ε small enough,

µ (En(ε)) ≤ C3ε.

Proof. The original lemma states that m (En(ε)) = O(ε), and since m is equivalent
to µ on Λ with dµ/dm bounded away from 0 and +∞, there is a uniform constant
Cµ such that

C−1µ m(A) ≤ µ(A) ≤ Cµm(A)

for each measurable A, therefore there is some C3 > 0 such that

µ (En(ε)) ≤ C3ε.
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Proof of (4.1.2). Define the random variable S≤n by

S≤n (x) :=

n−1∑
i=0

α(n)∧(n−i−1)∑
k=1

1B(T ix,r)(T
i+kx),

where a ∧ b = min{a, b}.
As
{
x : 1B(T ix,r)(T

i+kx) = 1
}
⊆ {x : T ix ∈ Ek(r)} = T−iEk(r), using Lemma 4.14

we obtain the following bound

µ(x : mn(x) ≤ r) ≤ µ(S≤n ≥ 1)

≤ Em[S≤n ] ≤
n−1∑
i=0

α(n)∧(n−i−1)∑
k=1

µ(T−iEk(r)) ≤ nα(n)C3r

Pick r = rn as in (4.4), for all n large enough such that

α(n) = (log n)2 ≤ n
ε

2−ε , n−
ε

2−ε ≤ 1

log n
.

As the invariant density dµ/dm is uniformly bounded, D2(µ) = 1 < 2, one has

µ (x : mn(x) ≤ rn) ≤ C3n
1+ ε

2−ε r ≤ n
2

2−εC3n
− 2+2ε
D2−ε ≤ C3n

− ε
2−2ε ≤ C3

log n
.

Therefore, by picking a subsequence nk = dek2e, by Borel-Cantelli Lemma, we have
µ{x : mnk ≤ rnk for infinitely many k} = 0, for µ-almost every x, for all k large
enough,

m≤nk(x) ≥ rnk ,
and one can apply the arguments used to validate (3.1.1) to obtain (4.1.2) for µ-
almost every x.

Remark 4.15. The condition that µ is an acip may be not sharp; if µ̃ is another
Gibbs measure with exponential decay of correlation and satisfying µ̃(Ek(ε)) = O(ε),
then Theorem 4.7 remains valid.

As in the symbolic case the proof for the lower bound of logmn(x)
− logn is slightly

more complicated and also requires a second-moment computation which exploits
the following notion of mixing.

Lemma 4.16. A Gibbs-Markov interval map (T, µ) has exponential 4 − mixing,
that is, for a < b ≤ c in N, there are C ′1, c

′
1 > 0 such that for any f1, f2 ∈ BV,

g1, g2 ∈ L∞, such that∣∣∣∣∫ f1 · f2 ◦ T a · g1 ◦ T b · g2 ◦ T cdµ−
∫
f1 · g1 ◦ T adµ

∫
f2 · g2 ◦ T c−bdµ

∣∣∣∣
≤ C ′1e−c

′
1(b−a).

The constant C ′1 depends on the functions f1, f2, g1, g2.
In particular, for any given r > 0, 0 ≤ p, q ≤ k(r), f1 = g1 = 1p,r, f2 = g2 =

1q,r, the constant C ′1 = C ′1(f1, f2, g1, g2) does not depend on r.

Proof. Consider the transfer operator L associated with the Hölder potential ϕ,
that acts on the space of functions of bounded variation of X, BV = BV(X),

L = Lϕ : BV → BV, Lϕf(x) =
∑
Ty=x

eϕ(y)f(y).
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Let ν be the conformal measure of L and h the invariant density, dµ
dν = h. By

the following well-known fact, (see for example [14, (3)]) for mixing Gibbs-Markov
maps, there are CBV > 0, κ ∈ (0, 1) such that for any f ∈ BV,∥∥∥∥Lnf − h∫ f dν

∥∥∥∥
BV
≤ CBV · κn‖f‖BV

for all f ∈ BV, there is∣∣∣∣∫ f1 f2 ◦ T a g1 ◦ T b g2 ◦ T c dµ−
∫
f1 f2 ◦ T a dµ

∫
g1 g2 ◦ T c−b dµ

∣∣∣∣
=

∣∣∣∣∫ Lb−a(hf1 f2 ◦ T a)g1 ◦ T a g2 ◦ T c−b+a dν

−
∫
La(hf1)f2 dν

∫
h g1 ◦ T a g2 ◦ T c−b+a dν

∣∣∣∣
=

∣∣∣∣∫ (Lb−a(La(hf1)f2)− h
∫
La(hf1)f2 dν

)
g1 ◦ T a g2 ◦ T c−b+a dν

∣∣∣∣
≤
∥∥∥∥Lb−a(La(hf1) f2)− h

∫
La(hf1) f2 dν

∥∥∥∥
1

‖g1‖∞‖g2‖∞

≤CBV · κb−a‖La(hf1) f2‖BV‖g1‖∞‖g2‖∞, (4.5)

where the first equality holds by the invariance of µ. As Lahf1 is of bounded
variation because h is of bounded variation, and the product of functions in BV has
bounded variation, the first part of the lemma is proved.

Now we deal with the case f1 = g1 = 1p,r, f2 = g2 = 1q,r and find a suitable
upper bound for

‖Lah1p,r · 1q,r‖BV = ‖Lah1p,r · 1q,r‖1 + TV (Lah1p,r · 1q,r).

As L is a positive operator, by its duality, ‖Lah1p,r ·1q,r‖1 =
∫
1p,r ·1q,r ◦T a dµ =∫

1p,r1q,r ◦ T a dµ ≤ 1. Also, for any function u ∈ BV,

‖u‖∞ ≤ inf
x∈X
|u(x)|+ TV (u) ≤ inf

x∈X
|u(x)|µ(X) + ‖u‖BV ≤ ‖u‖1 + ‖u‖BV ,

then by Lasota-Yorke inequality for Gibbs Markov systems, there are κ′ ∈ (0, 1)
and C ′BV > 0 such that

‖Lah1p,r‖BV ≤ κ′a‖h1p,r‖BV + C ′BV‖h1p,r‖1 ≤ κ′a(1 + 2‖h‖∞) + C ′BV .

therefore, let C ′′BV = (1 + 2‖h‖∞) + C ′BV ,

TV (Lah1p,r · 1q,r) ≤ ‖Lah1p,r‖∞TV (1q,r) + ‖1q,r‖∞‖Lah1p,r‖BV
≤ (‖Lah1p,r‖BV + 1) · 2 + 1 · ‖Lah1p,r‖BV ≤ 3 · C ′′BV + 2,

which is a uniform constant that only depends on the operator L, and combining
this with (4.5), one obtains C ′1 = C ′1(1p,r,1q,r,1p,r,1q,r) = O(1).

Lower bound (4.2).

proof of (4.2). Let ε > 0 small be given. Consider the quantity m�n and the random
variable S�n :

m�n (x) := min
0≤i≤n/3
2n/3≤j<n

d
(
T ix, T jx

)
, S�n (x) :=

∑
0≤i≤n/3
2n/3≤j<n

k(r)∑
p=1

1p,r(T
ix)1p,r(T

jx).
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By Lemma 4.10, m�n (x) > 4r implies for all pairs of 0 ≤ i ≤ n
3 , 2n

3 ≤ j < n, if

for some p, d(T ix, xrp) < 2r, then d(T jx, xrp) ≥ 2r hence S�n (x) = 0. By Paley-
Zygmund inequality,

µ (mn > 4r) ≤ µ
(
x : S�n (x) = 0

)
≤ E[(S�n )2]−E[S�n ]2

E[S�n ]2

Using decay of correlation and invariance,

E[S�n (x)] =
∑

0≤i≤n/3
2n/3≤j<n

∑
p

∫
1p,r(T

ix)1p,r(T
jx) dµ(x)

≤
(n

3

)2∑
p

((∫
1p,r dµ(x)

)2

± 2β (n/3)

)
(4.6)

where a = b± c means a ∈ [b− c, b+ c]. Consider(
S�n (x)

)2
=
∑
i,j

∑
s,t

∑
p,q

1p,r(T
ix)1p,r(T

jx)1q,r(T
sx)1q,r(T

tx).

As in the proof of symbolic case, we will split this sum in terms of the distance
between the indices i, j, s, t. Recall that

α(n) = (log n)2.

Let F be the collection of all possible quadruples of indices (i, j, s, t), and define the
counting function

τ : F → N ∪ {0}, τ(i, j, s, t) =
∑

a∈{i,s}
b∈{j,t}

1[a−α(n),a+α(n)](b),

then τ ≤ 2 since i, j and s, t are at both at least n
3 iterates apart, this allows us to

split F into Fm := {(i, j, s, t) ∈ F : τ = m} for m = 0, 1, 2. Obviously, the following
upper bounds hold for the cardinality of each Fm,

#Fm ≤ (2α(n))
m
(n

3

)4−m
. (4.7)

Recall the notation

E[
(
S�n
)2 |Fm] =

∑
(i,j,s,t)∈Fm

∑
p,q

∫
1p,r(T

ix)1p,r(T
jx)1q,r(T

sx)1q,r(T
tx) dµ(x),

also for simplicity, let us denote

Rp =

∫
1p,r dµ = µ(B(xp, 2r)).

Contribution of indices in F0: For each (i, j, s, t) ∈ F0, without loss of generality,
suppose i+α(n) < s and j+α(n) < t, as the alternative cases can be treated equally
by exchanging the roles of i, s or j, t and makes no difference to the calculation. As
min{j, t}−max{i, s} ≥ n

3 , by Lemma 4.16 and invariance, one obtains the following
upper bound for each such quadruple (i, j, s, t):∑

p,q

∫
1p,r(T

ix)1p,r(T
jx)1q,r(T

sx)1q,r(T
tx) dµ(x)

=
∑
p,q

∫
1p,r1q,r ◦ T s−i1p,r ◦ T j−i1q,r ◦ T t−i dµ
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≤ C ′1e−c
′
1
n
3 k(r)2 +

∑
p,q

∫
1p,r1q,r ◦ T s−i dµ

∫
1p,r1q,r ◦ T t−j dµ

≤ C ′1e−c
′
1
n
3 k(r)2 +

∑
p

∑
q

(RpRq + 2β(α(n)))
2

≤ C ′1e−c
′
1
n
3 r−2C

′
0 + 8β(α(n))r−2C

′
0 +

∑
p,q

(RpRq)
2
.

Where the last inequality holds as Rp, Rq ≤ 1 for any p, q, and by [11, Lemma 3.3]

k(r) ≤ r−C
′
0 for some C ′0 = 4 logC0. Any term in the inequality above involving

β(α(n)) or C ′1e
−c′1 n3 is admissible, hence for each k ∈ R it is bounded by O(n−k)

for all n sufficiently large, and now we shall pick

r = rn = n
− 2−4ε

D2+ε ,

then by (4.3.2)

rD2+ε ≤
∑
p

(∫
1p,r dµ

)2

=
∑
p

R2
p. (4.8)

Therefore, the contribution of indices in F0 is bounded from above up to an admis-
sible error by(n

3

)4∑
p

∑
q

R2
pR

2
q ≤

(n
3

)4∑
p

R2
p

∑
q

R2
q =

(n
3

)4(∑
p

R2
p

)2

,

combining with (4.6), up to an admissible error term,

E[(S�n )2|F0]−E[S�n ]2 ≤ O(n−ε)

also by (4.6), as 2β(n3 ) is admissible we can bound it by n−3,

E[S�n ]2 ≥
(n

3

)4 (
rD2+ε
n − 2β(

n

3
)
)
≥
(n

3

)4
(n−2−4ε − n−3)2 ≈ n8ε

allowing us to conclude that there is some constant C4 > 0:

E[(S�n )2|F0]−E[S�n ]2

E[S�n ]2
≤ C4

nε
. (4.9)

Contributions of indices in F1: Now we will deal with the indices in F1. Without
loss of generality, suppose |i − s| ≤ α(n), i < s and j < t, the other cases can be
treated by exchanging the roles of i, s or j, t. By Lemma 4.16,∑

p,q

∫
1p,r(T

ix)1p,r(T
jx)1q,r(T

sx)1q,r(T
tx) dµ(x)

=
∑
p,q

∫
1p,r1q,r ◦ T s−i1p,r ◦ T j−i1q,r ◦ T t−i dµ by invariance

≤
∑
p,q

(∫
1p,r1q,r ◦ T t−j dµ

)∫
1p,r(x)1q,r(T

s−ix) dµ(x) + C ′1e
−c′1 n3 k(r)2

≤
∑
p,q

(RpRq + 2β(α(n)))

∫
1p,r(x)1q,r(T

s−ix) dµ(x) + C ′1e
−c′1 n3 r−2C

′
0 ,
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and this can be bounded by the following up to an admissible error using Cauchy-
Schwarz inequality,∑

p,q

∫
RpRq1p,r(x)1q,r(T

s−ix) dµ(x)

=

∫ ∑
p

Rp1p,r(x)
∑
q

Rq1q,r(T
s−i) dµ(x)

≤

∫ (∑
p

Rp1p,r(x)

)2

dµ

− 1
2
∫ (∑

q

Rq1q,r ◦ T s−i
)2

dµ

− 1
2

=

∫ (∑
p

Rp1p,r

)2

dµ. by symmetry and invariance

As there are at most C0 non-zero terms of 1p,r(x) for any x ∈ X, by the following
inequality for a1, . . . , am ≥ 0,

(a1 + a2 + · · ·+ am)
2 ≤ m

(
a21 + a22 + . . . , a2m

)
together with the fact that (1p,r)

2 ≤ 1p,r, the sum above can be bounded by∫
C0

∑
p

R2
p1p,r dµ =

∑
p

C0R
2
p

∫
1p,r dµ = C0

∑
p

R3
p.

As (a1 + · · ·+ am)
2
3 ≤

∑m
k=1 a

2
3

k , clearly
∑
k ak ≤

(∑
k a

2/3
k

)3/2
, then we get up to

an admissible error and some constant C5, for all n large such that α(n) ≤ nε, as

(
∑
pR

2
p)
− 3

2 4β(α(n)) and
(∑

pR
2
p

)− 1
2

β(α(n)) are both admissible errors,

E[(S�n )2|F1]

E[S�n ]2

≤
2α(n)(n3 )3C0

(∑
pR

2
p

) 3
2

(n3 )4(
∑
pR

2
p − 2β(α(n)))2

=
6α(n)(n3 )3C0

(∑
pR

2
p

) 3
2

n

((∑
pR

2
p

)1/2
− 4β(α(n))

(∑
pR

2
p

)−1/2
− 4β(α(n))2

(∑
pR

2
p

)−3/2)
≤ 6C0α(n)

n
(

(rD2+ε)1/2 −O(n−1)
) =

6C0α(n)

n ((n−1+2ε −O(n−1))
by (4.8)

≤ C5n
ε

n · n−1+2ε
=
C5

nε
. (4.10)

Contribution of indices in F2: Finally, let us consider indices (i, j, s, t) such that
|i − s|, |j − t| ≤ α(n). By Lemma 4.10,

∑
q 1q,r(T

sx)1q,r(T
tx) ≤ C0 for any x,

therefore for each i, j, s, t in F2,∑
p,q

∫
1p,r(T

ix)1p,r(T
jx)1p,r(T

sx)1p,r(T
tx) dµ(x)
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≤ C0

∑
p

∫
1p,r(T

ix)1p,r(T
jx) dµ(x)

≤ C0

∑
p

R2
p + C0β(

n

3
)k(r),

therefore, as #F2 ≤ 4
9α(n)2n2, by our choice of rn in (4.8), up to an admissible

error there is some constant C6 such that,

E[(S�n )2|F2]

E[S�n ]2
≤

4α(n)2(n3 )2C0

∑
pR

2
p

(n3 )4(
∑
pR

2
p − 2β(α(n)))2

=
36C0α(n)2

n2
(∑

pR
2
p − 4β(α(n)) + 4β(α(n))2

(∑
pR

2
p

)−1)
≤ 36C0n

2ε

n2
(
rD2+ε −O(n−2)

)
≤ C6n

2ε

n2n−2+4ε
=

C6

n2ε
. (4.11)

Hence, putting (4.9), (4.10) and (4.11) together, we can conclude that for all n large

enough and r = rn = n
− 2−4ε

D2+ε , there is some constant C7 > 0 such that

µ(m�n > 8rn) ≤ V ar[S�n ]

E[S�n ]2
≤ C7

nε
,

picking a subsequence nk = dk2/εe, the probability is summable along the sub-
sequence which means by the Borel-Cantelli Lemma, for µ-almost every x, for k
large

− logm�n (x) ≥ − log 4rnk .

The proof of (4.2) is yet complete because m�n is not a monotone sequence, but for
each n ∈ [nk, nk+1],

− logm�n (x) ≥ − log min
0≤i≤nk

2nk+1/3≤j<nk

d
(
T ix, T jx

)
=: − logm∗nk(x),

and as for all k, m�nk+1
(x) ≤ m∗nk(x), repeating the same proof we have done for

m�n one can also show that lim infk→∞
logm∗nk
lognk

≥ 2−4ε
D2+ε

whence the lower bound will

be passed to the entire tail of − logm�nk(x) and hence − logmn(x), which implies

lim inf
n→∞

logmn(x)

− log n
≥ 2

D2

for µ-almost every x by sending ε→ 0.

Remark 4.17. (4.1.1) and (4.2) still hold if decay of correlations is exponential
with respect to other Banach function spaces B, B′, for example, both observ-
ables are in BV or Lip, where Lip := {f ∈ C(X) : f is Lipschitz}, as long as
β(α(n))‖1p,r‖B‖1q,r‖B′ remains an admissible term. For example, if the system
has decay of correlations for Lipschitz observables, one can replace 1p,r functions

with {ρrp}
k(r)
p=1 , a set of discretisation functions defined in [11], although it requires
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more machinery to adjust the proof for (4.2) and Lemma 4.16. Also, instead of ex-
ponential decay of correlations, the proof remains valid under stretched exponential
decay by manipulating the scale of k in α(n) = (logn)k.
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13-23.

[3] V. Barros, L. Liao and J. Rousseau, On the shortest distance between orbits and the longest
common substring problem, Adv. Math., 344 (2019), 311-339.

[4] V. Barros and J. Rousseau, Shortest distance between multiple orbits and generalized fractal

dimensions, Ann. Henri Poincaré, 22 (2021), 1853-1885.
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